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How do such differences come to existence?

18/10/2020 Words in the World Conference, 16-18 October 2020 3



Linear Discriminative Learning – LDL

18/10/2020 Words in the World Conference, 16-18 October 2020 4



Linear Discriminative Learning – LDL

LDL (Baayen et al., 2018; 2019) describes a mathematical and computational model of 

the mental lexicon

18/10/2020 Words in the World Conference, 16-18 October 2020 4



Linear Discriminative Learning – LDL

LDL (Baayen et al., 2018; 2019) describes a mathematical and computational model of 

the mental lexicon

form and meaning can be mapped onto each other using linear networks

18/10/2020 Words in the World Conference, 16-18 October 2020 4



Linear Discriminative Learning – LDL

LDL (Baayen et al., 2018; 2019) describes a mathematical and computational model of 

the mental lexicon

form and meaning can be mapped onto each other using linear networks

LDL takes lexomes as the basic units for lexical processing

18/10/2020 Words in the World Conference, 16-18 October 2020 4



Linear Discriminative Learning – LDL

LDL (Baayen et al., 2018; 2019) describes a mathematical and computational model of 

the mental lexicon

form and meaning can be mapped onto each other using linear networks

LDL takes lexomes as the basic units for lexical processing

each lexome is connected to a semantic vector containing the association 

strengths of its lexome with each of the other lexomes

18/10/2020 Words in the World Conference, 16-18 October 2020 4



Linear Discriminative Learning – LDL

LDL (Baayen et al., 2018; 2019) describes a mathematical and computational model of 

the mental lexicon

form and meaning can be mapped onto each other using linear networks

LDL takes lexomes as the basic units for lexical processing

each lexome is connected to a semantic vector containing the association 

strengths of its lexome with each of the other lexomes

 lexomes and their association strengths can then be used to obtain a number of 

LDL measures
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How do we obtain LDL measures?
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
word forms, bases, affixes, and transcriptions

Word Base Affix Transcription

meal meal NA mil

meat meat NA mit

students student PL stjudHts

teacher teacher NA tiJ@R

    

real words (MALD, Tucker et al., 2018)
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
word forms, bases, affixes, and transcriptions

Word Base Affix Transcription

meal meal NA mil

meat meat NA mit

students student PL stjudHts

teacher teacher NA tiJ@R

    

Word Base Affix Transcription

bloups bloups NA bl6ps

bloups bloup PL bl6ps

pleeps pleeps NA plips

pleeps pleep PL plips

real words (MALD, Tucker et al., 2018) pseudowords (Schmitz et al., 2020)



1. From data to matrices
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 ue matrix
contains the triphones of all word forms

#mi mil il# mit it#

/mil/ 1 1 1 0 0

/mit/ 1 0 0 1 1

/stjudHt/ 0 0 0 0 0

/tiJ@R/ 0 0 0 0 0



1. From data to matrices
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 emantic matrix

there is a number of options when it comes to semantics, i.e. whether to 

use real (Chuang et al., 2020) or simulated (Baayen et al., 2018) semantics for parts of or all 

data

today:

Simulated semantic vectors for real words and/or pseudowords

→ real and/or pseudowords contain some sort of semantics
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 emantic matrix
contains semantic vectors for all word forms

classroom college cook eat vegetable PL

/mil/ 0.003 0.0005 0.9 0.8 0.7 0.2

/mit/ 0.0006 0.0002 0.8 0.9 0.5 0.04

/stjudHt/ 0.9 0.8 0.05 0.1 0.005 0.7

/tiJ@R/ 0.8 0.8 0.09 0.003 0.02 0.5
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How do we obtain LDL measures?
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1. From data to matrices

2. From matrices to comprehension & production

3. From comprehension & production to measures
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4. From production to measures
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Results: Pseudowords

 mapping data: 48 pseudowords; 24 monomorphemic, 24 plurals

 Comprehension accuracy: 100%

 Production accuracy: 100%

 LDL measures:

 checking relative variable importance and correlations, 1 LDL measure is found to be a significant 

predictor for /s/ duration : 

CORRELATIONS the correlation of the predicted path with the targeted semantic vector
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Results: Pseudowords

 mixed effects regression model for the non-morphemic and plural /s/ duration data from 

Schmitz et al. (2020)
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 CORRELATIONS

 PAUSEBIN pause following the /s/: yes/no
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a) Pseudowords

b) Real + Pseudowords



Results: Real + Pseudowords

 mapping data: 48 pseudowords; 24 monomorphemic, 24 plurals &

8328 words; 6186 monomorphemic, 2094 with affixes (25 plurals)
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correlations path_sum /s/ duration

plural high high short

monomorphemic low low long
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Discussion

remaining questions: 

Why are predicted paths of plurals more correlated to their targeted semantic vectors?

Why is the certainty in plurals higher than in monomorphemic words?
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Conclusion

Some LDL measures appear to be predictable for differences in /s/ durations, 

thus durational differences in word-final /s/ appear to emerge from the 

lexicon
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Conclusion

Some LDL measures appear to be predictable for differences in /s/ durations, 

thus durational differences in word-final /s/ appear to emerge from the 

lexicon

However, further steps are necessary

 use more data for mapping

use real semantics for real words, and derived semantics for pseudowords

 analyse LDL measures not only for predicting /s/ durations in pseudowords but also 

for real words
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