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Main Point� �

Greater semantic contribution by the suffix triphone ⇒ More bulged shape of the tongue
� �

Question

Are they different?

HighLow (Functional Load of suffix triphone)
Semantic contribution of suffix

"sie ahnt" "sie wahrt"

Methods
• Recording

– Ultrasound imaging

– 20 native speakers of German

• Target words

– 138 German inflected verbs with their
corresponding pronouns

– Stem vowel = [a:]

– Suffix = [t] or [n]

– 4 surroundings conditions

Suffix
Pronoun [-t] [-n]

[-i:] sie malt sie malen
[-i5] ihr malt wir malen

• Analysis

– Generalized Additive Mixed Effects
Models (GAMMs)[3]

• Predictors

– x and y coordinates

– Surroundings condition

– Functional load of the word-final
(suffix) triphone

– Segment between a stem and a suffix.

• Linear Discriminative Learning[1]

– Form: triphones

– Meanings: word2vec[2]

– Only the target words are included to
train LDL.

Predict ultrasound images as images

GAM

Semantic Contribution: Functional Load
Functional Load� �

x

FuncLoadsublex,word = cor(~ssublex, ~sword)
x� �

⇓

How much a sublexical unit (sublex) contributes to the target meaning.

e.g. FuncLoad−mal−,bemalt (Stem FuncLoad)

e.g. FuncLoad−alt−,bemalt (Suffix FuncLoad)

Results
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Tongue body is higher Tongue tip is higher
The differences
are significant

Summary� �

1. Greater functional load on suffix→More bulged tongue shape
2. Functional load→More predictive than frequency
3. Semantics all the way down.� �
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