
Farewell to relative frequency?
A closer look at frequency effects on the acoustic 

duration of English derivatives

Simon David Stein

Ingo Plag FOR2373



What is relative frequency?

Introduction

2

The more frequently a linguistic unit occurs in a language, the more likely it is to be acoustically reduced.

see, e.g., Losiewicz 1995, Bybee 2000, Jurafsky et al. 2001, 

Bell et al. 2003, Jurafsky 2003, Gahl 2008, Pluymaekers et 

al. 2005a, 2005b, Hay 2001, 2003

frequency measures

e.g. word frequency

e.g. base frequency

but: relative frequency

the frequency of the base relative to

the frequency of the word

𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 =
𝑏𝑎𝑠𝑒 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦

𝑤𝑜𝑟𝑑 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦
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relative frequency

might tap into morphological segmentability

Hay 2001, 2003, examples partly from Hay 2007, figure adapted 

from Hay 2001: 1045, frequencies from COCA, Davies 2008
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Word Frequency

boring 7483

unboring 4

relative frequency

might tap into morphological segmentability

 base is more frequent than derivative

Hay 2001, 2003, examples partly from Hay 2007, figure adapted 

from Hay 2001: 1045, frequencies from COCA, Davies 2008
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Word Frequency Segmentability

boring 7483
high

unboring 4

relative frequency

might tap into morphological segmentability

 base is more frequent than derivative

 derivative perceived as more complex

Hay 2001, 2003, examples partly from Hay 2007, figure adapted 

from Hay 2001: 1045, frequencies from COCA, Davies 2008
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un-

boring

unboring

unboring
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Word Frequency Segmentability

boring 7483
high

unboring 4

sinkable 4
low

unsinkable 117

un-

boring

unboring

unboring

relative frequency

might tap into morphological segmentability

 base is more frequent than derivative

 derivative perceived as more complex

 derivative processed compositionally
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low
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un-

boring

unboring

unboring

relative frequency

might tap into morphological segmentability

 base is more frequent than derivative

 derivative perceived as more complex

 derivative processed compositionally

 derivative is more frequent than base

 derivative perceived as more simplex

 derivative processed as a whole
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Word Frequency Segmentability Prediction

boring 7483
high

less 

reductionunboring 4

sinkable 4
low

more 

reductionunsinkable 117

Hay 2001, 2003, examples partly from Hay 2007, figure adapted 

from Hay 2001: 1045, frequencies from COCA, Davies 2008

relative frequency

might tap into morphological segmentability

 base is more frequent than derivative

 derivative perceived as more complex

 derivative processed compositionally

 derivative is more frequent than base

 derivative perceived as more simplex

 derivative processed as a whole

 the segmentability hypothesis: units 

processed compositionally should be 

protected against reduction, i.e. longer

un-

boring

unboring

unboring
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Higher relative frequency has been found to be associated with:

longer durations

Plag & Ben Hedia 2018

Zuraw et al. 2020

Hay 2003

Hay 2007

shorter durations

Pluymaekers et al. 2005b

Schuppler et al. 2012

no change in duration 

Pluymaekers et al. 2005b

Plag & Ben Hedia 2018

Zuraw et al. 2020

 We need to test systematically for 

frequency effects across different affixes,

measuring different durational domains.
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Data Modeling

AUDIOBNC QUAKEBOX ONZE

AFFIX TOKENS TYPES TOKENS TYPES TOKENS TYPES

-ness 363 130 156 39 121 41

-less 216 59

pre- 123 71

-ize 476 67

-ation 3,979 373 492 94 1,040 186

dis- 689 170 179 58 251 68

un- 960 278 295 67 342 80

in- 342 72

-able 199 50 285 61

-ity 594 46 447 79

-ment 398 46 705 73

re- 379 72 403 95

Responses

word duration

affix duration

base duration

Covariates

number of syllables

biphone probability

expected duration

bigram frequency

speech rate

(corpus)

Predictors

word frequency higher  shorter durations

base frequency higher  shorter durations

relative frequency higher  longer durations

multiple linear regression

separate models for durations and frequencies:

72 models in each corpus study forced alignment, manual cleaning of results

Coleman et al. 2012, Boersma and Weenik 2014, R Core Team 

2017, Davies 2008, Vitevitch and Luce 2004
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corpus AudioBNC Quakebox ONZE

duration word affix base word affix base word affix base word affix base word affix base word affix base

affix -ness -ize -ness -ity -ness -ity

word frequency

base frequency

relative frequency

affix -less pre- -able -ment -able -ment

word frequency

base frequency

relative frequency

affix -ation dis- -ation dis- -ation dis-

word frequency

base frequency

relative frequency

affix un- in- un- re- un- re-

word frequency

base frequency

relative frequency

p < .001 expected direction p < .001 unexpected direction
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 Solving the puzzle …

 Can the varying emergence of frequency effects be explained by:

 the domain of durational measurement (word, affix, base)?

 the type of affix (prefix vs. suffix)?

 the segmentation (automatic forced alignment vs. manual resegmentation)?

 the size of the datasets (number of observations for a given affix)?

 the type of prosodic affix integration (pword vs. clitic group vs. integrating)?

 the semantic information load of the affix?

 the conditional affix probability given the preceding unit?

Raffelsiefen 1999, 2007

Ben Hedia 2019
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 Frequency effects are not completely arbitrary. If  they emerge, higher word and base frequency are usually 

associated with reduction.

 The case is less clear for higher relative frequency (higher segmentability), but it is usually associated with 

less reduction, which is in line with the segmentability hypothesis.

 HOWEVER:

 There are many null results: Relative frequency rarely has an effect at all.

 Only some affixes are sensitive to it, independent of prosodic structure and affix informativity.

 Effects emerge (yet) unpredictably for different affixes, durational domains, corpora.

 Relative frequency effects almost always only appear together with word frequency.

 Relative frequency is of course highly correlated with word frequency.

 We might not measure anything beyond what word frequency already captures.

 Relative frequency seems to be an unreliable measure for segmentability effects on duration.

 We may need to explore other factors for the morphology-phonetics interaction and for processing 

in the mental lexicon.
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Some pword-diagnostics

 onset or coda conditions, LOI-violations, ambisyllabicity

 stress and relative prominence

 trisyllabic laxing, vowel reduction

 minimal word requirements

 compositionality, type of base

Morpho-prosodic alignment

 A morpheme cannot include multiple pwords, 

but a pword can include multiple morphemes.

Phonological utterance

Intonation phrase

Phonological phrase

Prosodic word

Foot

Syllable

U

IP

φ

ω

Σ

σ

Hildebrandt 2015, Raffelsiefen 1999, 2007

The prosodic hierarchy
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following Raffelsiefen 1999

pword-forming integratingclitic group

CG

pw

foot

σ

ˈsliːp ləs

σ

ˌpriː ˈwɔː ˈpatrəˌnʌɪz

σ σ σ σσ

foot foot

pw

foot foot

pw pw
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 Mixed-effects models with interactions on the response duration difference

 relative frequency · type of morpheme

 relative frequency · prosodic category

 prosodic category · type of morpheme

 speech rate

 number of syllables

 bigram frequency

 sum of biphone probabilities

 random intercepts for word type

The interaction between relative frequency and prosodic category is not significant in any of the three corpora.
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Semantic information load score

5-point Likert scales coded for:

 clearness of semantic meaning

 type of base: free vs. bound root

 semantic transparency

 productivity

Conditional affix probability Caff

Affix probability given preceding word:

SUFFIX EXAMPLE PREFIX EXAMPLE

A B A B C

random ize her pre- …

Affix-specific semantic segmentability hierarchy

H: The higher the semantic information load, 

the longer the duration.

𝐶𝑎𝑓𝑓 =
𝐹𝑟𝑒𝑞(𝐴𝐵)

𝐹𝑟𝑒𝑞(𝐴)

H: The higher the conditional affix probability, 

the shorter the duration.

Measured in two ways for the AudioBNC:
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duration word affix base word affix base word affix base word affix base

affix -ness -ize -ation dis-

affix probability

affix -less pre- un- in-

affix probability

p < .001 reduction


